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Ewa Rak

Technical Editors

Wojciech Gałka
Marcin Mrukowicz
Jaromir Sarzyński

College of Natural Sciences
University of Rzeszów
Rzeszów, Poland

Rzeszów 2023

ISBN 978-83-8277-077-3

All papers have been reviewed

WYDAWNICTWO UNIWERSYTETU RZESZOWSKIEGO
ul. prof. S.Pigonia 6, 35-310 Rzeszów
e-mail: wydaw@ur.edu.pl

Preface

The International Symposium on Fuzzy Sets (ISFS) is organized by Pol-
ish Society for Fuzzy Sets (POLFUZZ) and University of Rzeszów in
cooperation with the Faculty of Civil Engineering, Slovak University of
Technology (STU) in Bratislava.

The conference will provide an excellent international forum for sharing knowl-
edge and results in theory, methodology, and applications of fuzzy sets and systems.
It will establish a platform for discussion of critical research environments and dis-
ciplines as well as indicate the need for changes in the cooperation of the scientific
community and with business partners. Research presentations are on the following
topics:

– Theoretical foundations of fuzzy logic and fuzzy set theory;
– Imprecise information modeling with fuzzy, rough, and other methods;
– Federated learning;
– Image processing and computer vision;
– Information retrieval;
– Knowledge representation and engineering;
– Decision-making models;
– Expert systems;
– Intelligent data analysis and data mining;
– Approximate reasoning.
– Medical and healthcare systems;
– Business process modeling;
– Social and economic models.

The idea to organize a conference in Rzeszów aimed at integrating the local
and international environment dealing with fuzzy sets and related topics was born
in 2014. A group risen chaired by Professor Józef Drewniak, composed of Urszula
Bentkowska, Paweł Drygaś, Anna Król, Barbara Pękala, and Ewa Rak, took the
initiative to organize an international conference at the University of Rzeszów with
the topic of fuzzy set theory, its extensions, and applications. Organized in 2023,
ISFS is the fifth edition of this conference and the first conference organized under
the auspices of POLFUZZ.

The honorary patronage of the ISFS conference is traditionally taken by the
Rector of University of Rzeszów Professor Sylwester Czopek. The organizers would
also like to thank for support the Vice-Rector of College of Natural Sciences UR
Professor Idalia Kasprzyk.
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Aggregation functions can be dated back almost 4000 years — recall, for ex-
ample, the 14th problem of the Moscow papyrus from about 1850 BC calculating
the volume of a frustum (a truncated square pyramid). Here, we sketch the history
of the roots of aggregation theory, which can be considered as a genuine research
field the last 40 years. To stay on a general level, recall that, for a bounded poset
(P,≤, 0, 1), and n ∈ N, a mapping A : Pn → P is called an (n-ary) aggregation
function (on P ) if it is increasing in each variable and preserves the bounds, i.e.,
A(0, . . . , 0) = 0 and A(1, . . . , 1) = 1, i.e., A is an order homomorphism. The most
common scales P are the real unit interval [0, 1] and finite chains Ck = {1, . . . , k},
k ∈ N, equipped with the classical ordering of reals. If P is not bounded, e.g., if
P = [0,∞[, some modifications of the boundary conditions are considered, see, e.g.,
[7].

In this contribution, we first introduce the classification of aggregation functions
(conjunctive, disjunctive, averaging and mixed). For example, A : Pn → P is a
conjunctive aggregation function whenever, for all x ∈ Pn, A(x) ≤ xi for all i ∈
{1, . . . , n}. Then, some important classes of aggregation functions, including their
history and some basic results, will be discussed. For example, triangular norms
(t-norms for short) are aggregation functions T : P 2 → P which are commutative,
associative and e = 1 is their neutral element. They are dated back to Schweizer and
Sklar [13] in the case P = [0, 1], though, for several results concerning t-norms, the
works from semigroups theory by Clifford [3], Mostert and Shields [11], or Birkhoff
[1] could be considered.

Considering the n-ary extension T (n) of a t-norm T , T (n) : Pn → P , n > 2, we
can characterize n-ary t-norms by the Post associativity [12]. In the case of n-ary
t-norms , the neutral element e = 1 means that T (n)(x1, . . . , xn) = xi whenever
xj = 1 for each j ̸= i. Among the related aggregation functions, we will recall
triangular conorms, uninorms and nullnorms, including some interesting examples.

These types of aggregation functions are strongly related to many-valued logics.
For example, considering a 3-valued logic, i.e., for P = {0, 1/2, 1}, see Łukasiewicz
[9], there are only 2 t-norms, T = TM = min, and T = TL characterized by
TL(1/2, 1/2) = 0, thus leading to 2 types of 3-valued logics.

Aggregation functions closely related to t-norms are also copulas, quasi-copulas
and semicopulas [6]. Recall that a copula C : [0, 1]n → [0, 1] expresses the stochastic

12

dependence structure of an n-ary random vector X = (X1, . . . , Xn),

FX(x1, . . . , xn) = C
(
FX1(x1), . . . , FXn(xn)

)
,

where FX is the joint distribution function of the random vector X, and FXi are
the corresponding marginal distribution functions.

Important aggregation functions related to decision problems, primarily to multi-
criteria decision support, are different kinds of means (averaging aggregation func-
tions). Considering P = [0, 1], we recall aggregation functions related to the arith-
metic mean, e.g., (weighted) quasi-arithmetic means, OWA operators, the Choquet
integrals, etc. For more details see [7]. As an interesting example we recall the mean
introduced by Hero of Alexandria (also known as Heron of Alexandria) around 60
AD. His mean is obtained as a composite of 3 means, namely, the weighted arith-
metic mean with weights 2/3 and 1/3, the arithmetic mean and the geometric mean,
i.e., H = W2/3,1/3(AM,AG), and it solves a generalized form of the mentioned prob-
lem from the Moscow papyrus.

Further, some other types of integrals will be presented, including copula-based
integrals and semi-copula based integrals. For example, the known Choquet integral
[2] corresponds to the product copula, i.e., the copula of independence, and the
copula of total positive dependence C = min generates the Sugeno integral [15]. As
a semi-copula based integral we recall, e.g., the Shilkret integral [14]. We also recall
some algebraic approaches leading to new constructions of aggregation functions
such as the Galois connection [5] or the Möbius transform [10].

Our next aim is to discuss aggregation functions in the framework of sufficiently
specific but still rather general lattices or posets, see, e.g., [4]. If finite chains are
considered, only some aggregation functions acting on [0, 1] can be extended to these
new scales. We recall some of them. We will also consider aggregation functions on
product lattices and on distributive bounded lattices. As a surprising result obtained
in this more general framework we recall the characterization of the Sugeno integrals
on distributive lattices [8] as aggregation functions which preserve congruences.
Note that the corresponding result for the Sugeno integral in the original case, i.e.,
for P = [0, 1], was not known before.
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Subsethood and embedding measures for interval-valued
fuzzy sets: Similarities and differences
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One of the main extensions of the fuzzy sets are the interval-valued fuzzy sets [6].
They were introduced independently by Zadeh [12], Grattan-Guiness [8], Jahn [9]
and Sambuc [11] in the seventies, in order to treat jointly with vagueness and uncer-
tainty. Nowadays a lot a studies are devoted to this concept. Since the membership
value in this case is an interval, comprehending and interpreting this ambiguity is
crucial when working with this structure. In our particular context, we examine
interval-valued fuzzy sets from an epistemic perspective [7], where the actual mem-
bership value is a specific number that is unknown to us, but we possess knowledge
of a range of possible values. Thus, the study of the set of closed subintervals of the
interval [0, 1] is a fundamental step in this field.

Based on this idea, we will start by considering a subsethood measure for in-
tervals. From an axiomatic definition, we will be able to construct these measures
based on the width of the interval and also based on implication functions [1]. The
aggregation of these values allow us to obtain a new measure, called IV-embedding,
which is a novel metric for comparing two interval-valued fuzzy sets by means of
their precision [3]. Due to its importance, this concept is subject to an in-depth
investigation aimed at understanding its principal properties.

It is worth noting that although a subsethood measure for intervals provides a
measure of the embedding degree of one interval-valued fuzzy set within another, it
does not yield a measure of the degree of inclusion [4, 10]. While this is reasonable
given the concepts of embedding and inclusion, it may not be entirely intuitive.
Thus, it is necessary to change the starting point, that is, the subsethood measure
to a more general concept in order to be able to generate subsethood measure for
interval-valued fuzzy sets. This is done by considering the typical orders for intervals
generalizing the usual order in the real line instead of the inclusion. Just changing
the considered order, we can generate an inclusion measure on the set of interval-
valued of fuzzy sets by considering, for instance, admissible orders [5]. This is not
a simple change, since it is clear that it changes totally the information we are
analysing.

Additionally, these measures between intervals based on general orders can also
be used to determine the degree of similarity between two intervals by combining
the degree to which each interval is smaller than the other through an increasing and
one-strict aggregation function [2]. Finally, a decomposable similarity measure for
interval-valued fuzzy sets [13] can be obtained by combining the similarity between
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the intervals that define the degree of membership at each point for the elements of
a finite referential. We can also obtain a similarity measure for interval-valued fuzzy
sets from a inclusion measure. Both approaches for obtaining similarity measures
are compared.

In summary, this talk will take us on a tour through various structures related to
interval-valued fuzzy sets. Specifically, we will examine the similarities, differences
and connections between embedding measures, subsethood measures and similarity
measures.
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We are concerned with the so-called fuzzy optimization meant as optimization,
static and dynamic, under imprecise (fuzzy) information as to the goals (perfor-
mance or objective functions) and constraints. The essence of (fuzzy) optimization
is usually meant as to find optimal values of some variables that maximize or min-
imize some value (maybe utility) function exemplified by a financial result of some
activities subject to some constraints on, for instance, available resources. This tra-
ditional formulation presupposes that some problem specifications as, e.g., right
hand sides in constraints on resources devoted to particular types of activities are
given in advance. This general setting has been very successful for solving a rich
variety of problems for decades.

However, one can see at the first glance that the above setting of optimization
problems boils down to an optimal allocation of fixed or limited resources that are
given in advance. This may be in contrast to many, if not most, real world practi-
cal problems that are rather meant to (optimally) design a particular system. For
instance, to improve or futher develop transportation system we can be interested
in its proactive extension by, e.g.,assigning some resources for increasing total ca-
pacities of passengers or freight at sources and destination by, for instance, building
some additional facilities like stations, under a total financial limitation. That is,
the right hand sides, roughly speaking, can be not prespecified in advance, and are
subject to optimization.

The above idea of an optimal system design, the so-called de novo programming,
was introduced by Zeleny in the very early 1980s, first for single objective problems,
then extended for multiobjective problems, and then for fuzzy dynamic program-
ming, and had been applied to solve many practical problems. The approach had
become popular in fuzzy optimization too.

This de novo programming approach will be presented for both the static and
dynamic problem formulation, and illustrated on examples.
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the intervals that define the degree of membership at each point for the elements of
a finite referential. We can also obtain a similarity measure for interval-valued fuzzy
sets from a inclusion measure. Both approaches for obtaining similarity measures
are compared.

In summary, this talk will take us on a tour through various structures related to
interval-valued fuzzy sets. Specifically, we will examine the similarities, differences
and connections between embedding measures, subsethood measures and similarity
measures.
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Mathematical theory of binary relations was developped by De Morgan [4],
Schröder [17], Russell [16], Tarski [19] and Schwarz [18]. Independently, an algebra
of Boolean matrices was dicussed e.g. by Luce [13], Blyth [3], Rudeanu [15] and
Kim [11].

After introduction of fuzzy relations by Zadeh [21] the theory of fuzzy rela-
tions was developed. It is provided in papers and books by e.g. Goguen [8], Zadeh
[22], Kaufmann [10], Drewniak [5], Fodor, Roubens [7], Bandemer, Gottwald [1],
Bělohlávek [2], Peeva, Kyosev [14] and many other.

Usually theoretical considerations of fuzzy relations are followed by examples
with matrices of fuzzy relations on a finite set. However many papers concerns
directly matrices of fuzzy relations called then by fuzzy matrices cf. e.g. Thomason
[20], Hashimoto [9], Li [12] or Fan [6].

We have observed here some similarities and differences in comparison with the
theory of binary relations and with the algebra of Boolean matrices.

References

1. H. Bandemer, S. Gottwald, Fuzzy Sets, Fuzzy Logic, Fuzzy Methods with Applications, Wiley,
New York 1995.

2. R. Bělohlávek, Fuzzy Relational Systems, Kluwer Acad. Publ., New York 2002.
3. T.S. Blyth, Matrices over ordered algebraic structures, J. London Math. Soc. 39 (1964), 427—

432.
4. A. De Morgan, On the syllogism, no. IV, and on the logic of relations, Trans. Cambridge Phil.

Soc. 10 (1860), 331—358.
5. J. Drewniak, Fuzzy Relation Calculus, Silesian University, Katowice 1989.
6. Z.T. Fan, A note on power sequence of a fuzzy matrix, Fuzzy Sets Syst. 102 (1999), 281–286.
7. J.C. Fodor, M. Roubens, Fuzzy Preference Modeling and Multicriteria Decision Support,

Kluwer Acad. Publ., New York 1994.
8. J.A. Goguen, L-fuzzy sets, J. Math. Anal. Appl. 18 (1967), 145–174.
9. H. Hashimoto, Subinverses of fuzzy matrices, Fuzzy Sets Syst. 12 (1984), 155–168.

10. A. Kaufmann, Introduction to the Theory of Fuzzy Subsets, Acad. Press, New York 1975.
11. K.H. Kim, Boolean Matrix Theory and Applications, Marcel Dekker, New York 1982.
12. J.-X. Li, Convergence of powers of controllable fuzzy matrices, Fuzzy Sets Syst. 62 (1994),

83–88.
13. R.D. Luce, A note on Boolean matrix theory, Proc. Amer. Math. Soc. 3 (1952), 382—388.
14. K. Peeva, Y. Kyosev, Fuzzy Relational Calculus, World Scientific, Singapore 2004.
15. J.S. Rudeanu, Boolean Functions and Equations, North-Holland, Amsterdam 1974.
16. B. Russell, The logic of relations, Rivista di Matematica VII (1900), 115–148.
17. E. Schröder, Vorlesungen über die Algebra der Logik, III. Algebra und Logik der Relative,

Teubner, Leipzig 1895.

18

18. S. Schwarz, On the semigroup of binary relations on a finite set, Czech. Math. J. 20 (1970),
632–679.

19. A. Tarski, On the calculus of relations, J. Symbolic Logic 6, (1941), 73–89.
20. M.G. Thomason, Convergence of powers of a fuzzy matrix, J. Math. Anal. Appl. 57 (1977),

476–480.
21. L.A. Zadeh, Fuzzy sets, Inform. Control 8 (1965), 338–353.
22. L.A. Zadeh, Similarity relations and fuzzy orderings, Inform. Sci. 3 (1971), 177–200.

19



Algebra of fuzzy relations

Józef Drewniak

Rzeszów, Poland
e-mail: jsdrewniak@interia.pl

Mathematical theory of binary relations was developped by De Morgan [4],
Schröder [17], Russell [16], Tarski [19] and Schwarz [18]. Independently, an algebra
of Boolean matrices was dicussed e.g. by Luce [13], Blyth [3], Rudeanu [15] and
Kim [11].

After introduction of fuzzy relations by Zadeh [21] the theory of fuzzy rela-
tions was developed. It is provided in papers and books by e.g. Goguen [8], Zadeh
[22], Kaufmann [10], Drewniak [5], Fodor, Roubens [7], Bandemer, Gottwald [1],
Bělohlávek [2], Peeva, Kyosev [14] and many other.

Usually theoretical considerations of fuzzy relations are followed by examples
with matrices of fuzzy relations on a finite set. However many papers concerns
directly matrices of fuzzy relations called then by fuzzy matrices cf. e.g. Thomason
[20], Hashimoto [9], Li [12] or Fan [6].

We have observed here some similarities and differences in comparison with the
theory of binary relations and with the algebra of Boolean matrices.

References

1. H. Bandemer, S. Gottwald, Fuzzy Sets, Fuzzy Logic, Fuzzy Methods with Applications, Wiley,
New York 1995.

2. R. Bělohlávek, Fuzzy Relational Systems, Kluwer Acad. Publ., New York 2002.
3. T.S. Blyth, Matrices over ordered algebraic structures, J. London Math. Soc. 39 (1964), 427—

432.
4. A. De Morgan, On the syllogism, no. IV, and on the logic of relations, Trans. Cambridge Phil.

Soc. 10 (1860), 331—358.
5. J. Drewniak, Fuzzy Relation Calculus, Silesian University, Katowice 1989.
6. Z.T. Fan, A note on power sequence of a fuzzy matrix, Fuzzy Sets Syst. 102 (1999), 281–286.
7. J.C. Fodor, M. Roubens, Fuzzy Preference Modeling and Multicriteria Decision Support,

Kluwer Acad. Publ., New York 1994.
8. J.A. Goguen, L-fuzzy sets, J. Math. Anal. Appl. 18 (1967), 145–174.
9. H. Hashimoto, Subinverses of fuzzy matrices, Fuzzy Sets Syst. 12 (1984), 155–168.

10. A. Kaufmann, Introduction to the Theory of Fuzzy Subsets, Acad. Press, New York 1975.
11. K.H. Kim, Boolean Matrix Theory and Applications, Marcel Dekker, New York 1982.
12. J.-X. Li, Convergence of powers of controllable fuzzy matrices, Fuzzy Sets Syst. 62 (1994),

83–88.
13. R.D. Luce, A note on Boolean matrix theory, Proc. Amer. Math. Soc. 3 (1952), 382—388.
14. K. Peeva, Y. Kyosev, Fuzzy Relational Calculus, World Scientific, Singapore 2004.
15. J.S. Rudeanu, Boolean Functions and Equations, North-Holland, Amsterdam 1974.
16. B. Russell, The logic of relations, Rivista di Matematica VII (1900), 115–148.
17. E. Schröder, Vorlesungen über die Algebra der Logik, III. Algebra und Logik der Relative,

Teubner, Leipzig 1895.

18

18. S. Schwarz, On the semigroup of binary relations on a finite set, Czech. Math. J. 20 (1970),
632–679.

19. A. Tarski, On the calculus of relations, J. Symbolic Logic 6, (1941), 73–89.
20. M.G. Thomason, Convergence of powers of a fuzzy matrix, J. Math. Anal. Appl. 57 (1977),

476–480.
21. L.A. Zadeh, Fuzzy sets, Inform. Control 8 (1965), 338–353.
22. L.A. Zadeh, Similarity relations and fuzzy orderings, Inform. Sci. 3 (1971), 177–200.

19



On the characterizations of the Reichenbach implication
by functional equations

Michał Baczyński1 and Hongjun Zhou2

1 University of Silesia in Katowice,
Katowice, Poland

e-mail: michal.baczynski@us.edu.pl
2 Shaanxi Normal University,

Shaanxi, P.R. China
e-mail: hjzhou@snnu.edu.cn

The Reichenbach implication IRC(x, y) = 1 − x + xy is an important implica-
tional/conditional function in many-valued logic and probability theory. Although
it is well-known that the Reichenbach implication can be generated in different
ways, including the construction ways of (S,N)-implication, (T,N)-implication,
f -generated implication and quantum logic implication (see [1]), its analytic char-
acterization had remained open since its birth in 1935 until Massanet and Torrens
gave one characterization in [2] in terms of the law of importation and the standard
negation following the generating way of f -generated implications. In this talk, we
will provide several new characterizations for the Reichenbach implication using the
migrativity equation, two distributivity equations and some other algebraic proper-
ties, respectively, of which some are independent of any requirements on its natural
negation. Moreover, we will show a new representation of f -generated implications
by transforming the Yager implication, which contains, as a particular case, a new
representation of the Reichenbach implication. All these new results are presented
with the proofs in [3].
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The theory of nonadditive measures and integrals was significantly developed in
the last decades starting with the publication of Vitali [5] in 1925 and following the
work of Gustave Choquet [2]. During that epoch, several nonadditive integrals, that
are well-known today, were defined. Among them is the Choquet integral that is the
improper Riemann integral of the survival function of a vector x = (x1, . . . , xn) ∈
[0,∞)[n] with respect to a monotone measure µ : 2[n] → [0,∞), i.e.

Ch(x, µ) :=

∫ ∞

0
µ({x > α}) dα,

where µ({x > α}) := µ ({i ∈ [n] : xi > α}), α ∈ [0,∞) and [n] := {1, 2, . . . , n},
n ≥ 1, n ∈ N. This concept is applicable in many (real) areas of everyday life,
see [3, 4]. It is mainly thanks to the monotone measure µ, which takes into account
the interaction between the input data. It is known that the Choquet integral can
be rewritten in a discrete space as follows

Ch(x, µ) :=
n−1∑
i=0

(x(i+1) − x(i)) · µ
(
E(i+1)

)
, (1)

with the permutation (·) such that 0 = x(0) ≤ x(1) ≤ x(2) ≤ · · · ≤ x(n) and
E(i) = {(i), . . . , (n)} for i ∈ [n].

There exist a lot of generalizations of the Choquet integral. One of them was
introduced in [1]. The generalization is based on the rewritting the survival function
as follows

µ ({i ∈ [n] : xi > α}) = min
{
µ(Ec) : max

i∈E
xi ≤ α, E ∈ 2[n]

}

for any α ∈ [0,∞). Replacing the maximum by the conditional aggregation operator
and the power set by its subset we get the generalized survival function:

µA (x, α) := min {µ(Ec) : A(x|E) ≤ α, E ∈ E } , α ∈ [0,∞),

with A = {A(·|E) : E ∈ E ⊆ 2[n]} being a family of conditional aggregation
operators. Motivated by the standard Choquet integral, one can define the so-called
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generalized Choquet integral as a improper Riemann integral of the generalized
survival function, i.e.

CA (x, µ) :=

∫ ∞

0
µA (x, α) dα,

see [1]. The generalized Choquet integral is a new concept. It is not known any
formula for its calculation analogous to formula (1). In this contribution, we derive
many computational formulas for the generalized Choquet integral and we point out
different approaches to these constructions. We supplement the above-mentioned re-
sults with graphic visualizations and pseudo-algorithms. Using a practical example,
we point out the need of studying concepts of conditional aggregation operators
and integration with respect to them.
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According to the literature most of works on ensemble learning focus on clas-
sification problems. However, approaches that are successful for classification are
often not directly applicable for regression [5]. In our ensemble regression model
we apply aggregation functions (cf. [2]) since they proved to be a useful tool in
machine learning models and ensemble learning methods [3]. Ensemble learning is
applied to provide better predictive performance by combining the predictions from
a collection of input base models (cf. [4, 6]). We consider microarray datasets which
consist of large number of features and small number of instances.The presented
ensemble model is based on the method of modification of the input features set.
The predictions delivered by the group of ensemble regression models are then com-
bined using aggregation functions. In such model we apply aggregation functions
defined on arbitrary interval [a, b] (cf. [1]) such as quasi-arithmetic means, ordered
weighted averages, some well-known convex combinations of means. We provide a
discussion of aggregation functions impact on regression quality.
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generalized Choquet integral as a improper Riemann integral of the generalized
survival function, i.e.

CA (x, µ) :=

∫ ∞

0
µA (x, α) dα,

see [1]. The generalized Choquet integral is a new concept. It is not known any
formula for its calculation analogous to formula (1). In this contribution, we derive
many computational formulas for the generalized Choquet integral and we point out
different approaches to these constructions. We supplement the above-mentioned re-
sults with graphic visualizations and pseudo-algorithms. Using a practical example,
we point out the need of studying concepts of conditional aggregation operators
and integration with respect to them.
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According to the literature most of works on ensemble learning focus on clas-
sification problems. However, approaches that are successful for classification are
often not directly applicable for regression [5]. In our ensemble regression model
we apply aggregation functions (cf. [2]) since they proved to be a useful tool in
machine learning models and ensemble learning methods [3]. Ensemble learning is
applied to provide better predictive performance by combining the predictions from
a collection of input base models (cf. [4, 6]). We consider microarray datasets which
consist of large number of features and small number of instances.The presented
ensemble model is based on the method of modification of the input features set.
The predictions delivered by the group of ensemble regression models are then com-
bined using aggregation functions. In such model we apply aggregation functions
defined on arbitrary interval [a, b] (cf. [1]) such as quasi-arithmetic means, ordered
weighted averages, some well-known convex combinations of means. We provide a
discussion of aggregation functions impact on regression quality.
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In the literature, see [3] or [4], one can find several representations of well-
known Choquet integral via various bases of set functions and their corresponding
transforms (e.g. Möbius, co-Möbius, Fourier transform). Recall that if Ψ : R2X →
R2X is a linear invertible transform with µ → Ψµ, then by [2, Lemma 2.91] there
exists a unique basis B = (bΨA)A⊆X of set functions such that for any set function
µ : 2X → R we have

µ =
∑
A⊆X

Ψµ(A) · bΨA. (1)

The statement holds also conversely, i.e., for every basis B, there is a unique trans-
form Ψ such that (1) is true.

From this fact and the linearity of the Choquet integral w.r.t. a game3 we get
the formula

∫
fdµ =

∑
A⊆X

Ψµ(A) ·
∫

fdb′ΨA , (2)

where (b′ΨA )A⊆X is the set of games and differs from (bΨA)A⊆X only on empty set.
More precisely, since bΨA(∅) = 0 does not hold for any A ⊆ X, in general4, we put
b′ΨA (∅) = 0 for any A ⊆ X.

In our contribution, we discuss formula (2) in comparison with equation (4.54)
in Grabisch book from 2016. Indeed, formula (4.54) erroneously excludes the empty
set, see [1], which has important consequences for deriving Choquet integral repre-
sentations in the literature using this approach. On the one hand, several results
obtained from (4.54) are not affected for some transforms, e.g. the co-Möbius trans-
form. On the other hand, several formulas should be corrected, e.g. for the Fourier
transform. Lastly, a new formula for the Choquet integral representation via the
Shapley interaction transform will be provided.

3 A set function µ : 2X → R is a game if µ(∅) = 0.
4 An example of basis that is nonzero in empty set is bΨA(C) = (−1)|A∩C|, which correspond to

the Fourier transform.
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Any fuzzy set could represent a linguistic variable, for example “old”. Another
value “very old” is a kind of a modified variable. There are also other applications
of fuzzy sets, for example in decision theory, where in a model of expert rating
modifications may play some role.

X

1 very old
old

In our case a modifier m is a transformation of a set to another set. The research
is focused on classical fuzzy sets (A : X → [0, 1]) and lattice-valued fuzzy sets
(A : X → L), specifically on interval-valued fuzzy sets (A : X → L([0, 1])), shortly
IVFSs.

If it is possible to express m as m = r ◦A we speak about a modifier with pure
postmodification and r is called a postmodifier. More about its properties can be
found in [1].

The research question is when the postmodifier r preserves mono-tony and con-
vexity. We showed that increasing r preserves convexity for classical fuzzy sets and
meet homomorphism r preserves convexity for lattice-valued fuzzy sets.

If we deal with IVFSs we are able to characterize r for different orders (lattice
order, lexicographical order of type 1, Xu and Yager order, interval dominance or
others). More about given orders can be found for example in [2]. Every order
⪯ induces the corresponding ⪯-convexity. More about problematic definition of
convexity for IVFSs can be found in [3].
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The main focus of bibliometrics is to evaluate scientific outputs in a quantitative
manner, e.g. by investigating papers’ citations, introducing various models capable
to capture the essence of citation process, or studying the structure of the whole
citation network (see e.g. [1, 2]). Another interesting and popular research theme in
bibliometrics is keyword analysis. Each publication is usually equipped with several
words or phrases - keywords - that represent the document topic. Keywords are often
considered to be an important and condensed contents of academic publications
for any discipline as well as carriers of scientific concepts, ideas, and knowledge.
Publication keywords have been widely used e.g. to study the growth of research
domains as well as to predict the knowledge evolution (see e.g. [3, 4]).

Of course, any bibliometric research should be based or verified on real-life
bibliometric data. Nowadays, there are few open-source scientific databases available
to researchers. For example, the ArXiv preprints’ database (see [5]) - an open-access
archive of more the 2 million scholarly articles in the fields of physics, mathematics,
computer science, etc. Some of the main advantages of ArXiv are the fast publishing
process that allows to increase the speed of research exchange and easy access to
papers data. One has to keep in mind, however, that articles in Arxiv are not peer-
reviewed. Another free data source can be found in the DBLP bibliography database
[6] that consists of more than 4 million records of computer science authors and
their papers as well as additional information - e.g. keywords.

The investigation carried out in this paper includes a comparison of selected
open-source bibliometric databases in terms of keyword behavior. Various model-
ing techniques are considered: from quantitative analysis to keyword co-occurrence
network modeling. In addition to the empirical analysis conducted, a review of the
most interesting research trends in the area of keyword analysis was conducted.
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In 1988 Yager introduced a new aggregation technique based on the ordered
weighted averaging (OWA) operators [17], which often proved to be really useful
in multi-criteria decision problems. An interesting particular problem is when we
search for the optimal value of the OWA function with respect to linear constraints.
This problem was again formulated by Yager in [15]. An interesting open question is
to find an analytical solution to this nonlinear programming problem as a function
depending on the OWA weights and the coefficients in the linear constraints. In
the case of a single constraint the resulting problem can be formulated (for the
maximum problem) as




maxF (x1, . . . , xn) = w1y1 + · · ·+ wnyn ,
α1x1 + · · ·+ αnxn ≤ 1

xi ≥ 0, i = 1, n,
(1)

where F (x1, . . . , xn) = w1y1 + · · · + wnyn is the OWA function for the given non-
negative weights w1..., wn, with their sum equal to 1. It means that the vector
(y1, ..., yn) is permuted from (x1, ..., xn), by rearranging the components in nonin-
creasing order. Problem (1) was completely solved in [2] for the special case when
α1 = · · · = αn = 1. Another interesting approach for this problem can be found in
[1]. The idea in [2] was to obtain the solution from the dual of a linear program.
This method actually works when the coefficients are arbitrary, therefore, problem
(1) was completely solved in [5]. Additionally, the case when we search for the min-
imum instead of maximum was also solved in [4]. The use of linear programs was
successfully used in other related problems as well (see [12], [11]).

Now, considering the case of two linear constraints, the finding of the analytical
solution remains an open question. In the special case of two comonotone con-
straints (that is, the coefficients can be rearranged in increasing order by the same
permutation) and when the coefficients are positive, the problem was solved in [7].

30

Another interesting problem is when one tries to optimize the OWA weights
w1, w2, ..., wn with respect to some given constraint (see [9], [3], [8], [10], [13], [14]).
In [6] we found the nearest weights with respect to the Euclidean norm to the given
Olympic OWA weights

(
0, 1

n−2 , ...,
1

n−2 , 0
)

for a given level of orness. Note that
the Olympic weights as well as the orness associated to some given weights were
introduced by Yager (see [17] and [16]). The solution function is piecewise linear in
the variable α which denotes the orness level.

A promising further research is the one in which the Olympic OWA weights
are replaced with other OWA-type weights satisfying a certain symmetry property,
such as for example the median OWA weights. We will present a part of the results
obtained in this new direction.
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to find an analytical solution to this nonlinear programming problem as a function
depending on the OWA weights and the coefficients in the linear constraints. In
the case of a single constraint the resulting problem can be formulated (for the
maximum problem) as




maxF (x1, . . . , xn) = w1y1 + · · ·+ wnyn ,
α1x1 + · · ·+ αnxn ≤ 1

xi ≥ 0, i = 1, n,
(1)

where F (x1, . . . , xn) = w1y1 + · · · + wnyn is the OWA function for the given non-
negative weights w1..., wn, with their sum equal to 1. It means that the vector
(y1, ..., yn) is permuted from (x1, ..., xn), by rearranging the components in nonin-
creasing order. Problem (1) was completely solved in [2] for the special case when
α1 = · · · = αn = 1. Another interesting approach for this problem can be found in
[1]. The idea in [2] was to obtain the solution from the dual of a linear program.
This method actually works when the coefficients are arbitrary, therefore, problem
(1) was completely solved in [5]. Additionally, the case when we search for the min-
imum instead of maximum was also solved in [4]. The use of linear programs was
successfully used in other related problems as well (see [12], [11]).

Now, considering the case of two linear constraints, the finding of the analytical
solution remains an open question. In the special case of two comonotone con-
straints (that is, the coefficients can be rearranged in increasing order by the same
permutation) and when the coefficients are positive, the problem was solved in [7].
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Another interesting problem is when one tries to optimize the OWA weights
w1, w2, ..., wn with respect to some given constraint (see [9], [3], [8], [10], [13], [14]).
In [6] we found the nearest weights with respect to the Euclidean norm to the given
Olympic OWA weights

(
0, 1

n−2 , ...,
1

n−2 , 0
)

for a given level of orness. Note that
the Olympic weights as well as the orness associated to some given weights were
introduced by Yager (see [17] and [16]). The solution function is piecewise linear in
the variable α which denotes the orness level.

A promising further research is the one in which the Olympic OWA weights
are replaced with other OWA-type weights satisfying a certain symmetry property,
such as for example the median OWA weights. We will present a part of the results
obtained in this new direction.
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The aim of this contribution is to define an almost uniformly convergence on
MV-algebra (M ,⊕,⊙,¬, (0Ω, 1Ω), (1Ω, 0Ω)) given by

M = {A = (µA, νA);µA, νA : Ω → [0, 1]

are S − measurable functions},
A⊕B =

(
(µA + µB) ∧ 1Ω, (νA + νB − 1Ω) ∨ 0Ω

)
,

A⊙B = ((µA + µB − 1Ω) ∨ 0Ω, (νA + νB) ∧ 1Ω)),

¬A = (1Ω − µA, 1Ω − νA),

where (Ω,S ) be a measurable space, S be a σ-algebra. Here the corresponding
lattice group is (G ,+,≤) given by

G = {A = (µA, νA);µA, νA : Ω −→ R

are S − measurable functions},
A+B = (µA + µB, νA + νB − 1Ω),

A ≤ B ⇐⇒ µA ≤ µB, νA ≥ νB.

Recall that (G ,+,≤) has the neutral element 0 = (0Ω, 1Ω),

A−B = (µA − µB, νA − νB + 1Ω)

and the lattice operations

A ∨B = (µA ∨ µB, νA ∧ νB),

A ∧B = (µA ∧ µB, νA ∨ νB)

(see [7, 9]).
We study a connection between almost uniformly convergence of observables of

MV-algebra M and almost uniformly convergence of random variables in classical
probability space. We prove a version of Egorov’s theorem for MV-algebra
(M ,⊕,⊙,¬, (0Ω, 1Ω), (1Ω, 0Ω)), too. We inspired by definition of almost uniformly
convergence introduced by B. Riečan, M. Jurečková, A. Tirpáková and R. Bartková
in papers [4–6, 8] for many valued structures. Note that a family F of intuitionistic
fuzzy events can be embedded to a suitable MV-algebra M . The intuitionistic fuzzy
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sets was introduced by K. T. Atanassov in 1983 as a generalization of Zadeh’s fuzzy
sets (see [1–3, 10]).
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Fuzzy implications are one of the main operations in fuzzy logic. For this reason
many families of these connectives and their properties are examined (e.g. [1]).

In this contribution, some methods of generating fuzzy implications from given
ones are presented. Examples of such constructed families are e-threshold generated
implications [2] and vertical e-threshold generated implications [3] proposed by S.
Massanet and J. Torrens. The first of these approach was modified later by Z.-
H. Yi and F. Qin [4] to more components and was called the extended threshold
generation method. In this contribution, we propose generalization of the methods
that allow us to adapt better the values of fuzzy implications for specific use.
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AI and Sport Data Analysis in Football (Soccer) Artificial Intelligence (AI)
methods in sports analysis have been widely adopted in soccer to enhance perfor-
mance analysis and provide insights into various aspects of the game (cf. [1, 2]. AI
techniques such as machine learning, computer vision, and natural language pro-
cessing are used to analyze player and team performance, predict game outcomes,
and improve tactical decision making. AI can also be used to analyze player move-
ments, physical attributes, and tactical patterns to provide personalized training
programs and injury prevention strategies (see [3, 4]). Injury prediction is another
area where AI is making a big impact in soccer (see [5, 6]). Machine learning al-
gorithms can be trained on large amounts of player data to identify patterns and
risk factors for injury. This allows teams to proactively address potential injury
issues and implement preventative measures. AI can also be used to monitor player
workload and fatigue levels, helping to minimize the risk of injury. In this way, AI
is playing a crucial role in ensuring the health and well-being of players, while also
improving their performance on the field. Overall, AI is transforming the way soccer
is analyzed and helping teams and players to reach new levels of performance.
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In this contribution we present some scoring functions that assign numerical
scores to the linguistic terms of ordered qualitative scales. They are based on the
concept of ordinal proximity measure.

Let L = {l1, . . . , lg} be an ordered qualitative scale (OQS) , with g ≥ 2 and
l1 ≺ · · · ≺ lg. An ordinal proximity measure (OPM) on L is a mapping that
assigns an ordinal degree of proximity to each pair of linguistic terms of an OQS
L . The ordinal degrees of proximity belong to a linear order ∆ = {δ1, . . . , δh}, with
δ1 ≻ · · · ≻ δh. Note that the members of ∆ are not numbers, but ordinal degrees.

Definition 1 ([1]). An ordinal proximity measure on L with values in ∆ is a
mapping π : L ×L −→ ∆, where π(lr, ls) = πrs represents the degree of proximity
between lr and ls, satisfying:

1. Exhaustiveness: For every δ ∈ ∆, there exist lr, ls ∈ L such that δ = πrs.
2. Symmetry: πsr = πrs, for all r, s ∈ {1, . . . , g}.
3. Maximum proximity: πrs = δ1 ⇔ r = s, for all r, s ∈ {1, . . . , g}.
4. Monotonicity: πrs ≻ πrt and πst ≻ πrt, for all r, s, t ∈ {1, . . . , g} such that

r < s < t.

Definition 2 ([2]). An OPM π : L × L −→ ∆ is totally uniform if πr (r+t) =
πs (s+t) for all r, s, t ∈ {1, . . . , g − 1} such that r + t ≤ g and s+ t ≤ g.

We now introduce the notion of scoring function on an OQS. These functions
assign numerical scores to the linguistic terms of OQSs satisfying two basic condi-
tions.

Definition 3. Given an OQS L = {l1, . . . , lg}, a scoring function on L is a
function S : L −→ R satisfying the following conditions for all r, s ∈ {1, . . . , g}:

1. S(lr) < S(ls) ⇔ r < s.
2. If π is the totally uniform OPM on L , then there exists d > 0 such that

S(lr) = S(l1) + (r − 1) · d.

In the following proposition we introduce four scoring functions that take into
account the perceptions about the ordinal proximities between the linguistic terms

38

of the OQSs. Sb is based on the comparison between each linguistic term and the
best linguistic term, lg. Sw is based on the comparison between each linguistic
term and the worst linguistic term, l1. Sbw is the average of the two previous
scoring functions. Sa is based on the comparison between each linguistic term and
all linguistic terms.

Proposition 1. Let L = {l1, . . . , lg} be an OQS equipped with an OPM π : L ×
L −→ ∆ and ρ(δk) = k.

The functions Sb, Sw, Sbw, Sa : L −→ R defined as

Sb(lr) = h− ρ(πrg) Sw(lr) = ρ(πr1)− 1

Sbw(lr) =
Sb(lr) + Sw(lr)

2
=

h+ ρ(πr1)− ρ(πrg)− 1

2

Sa(lr) =
(g + 2) · (g − 1)

2
+
∑
s<r

ρ(πsr)−
∑
s>r

ρ(πrs)

are scoring functions on L .

Note that Sb(l1) = Sw(l1) = Sbw(l1) = 0, Sb(lg) = Sw(lg) = Sbw(lg) = h − 1
and, consequently, Sb(lr), Sw(lr), Sbw(lr) ∈ [0, h− 1] for every r ∈ {1, . . . , g}. The
four scoring functions can be easily normalized in the unit interval.
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In this contribution we present some scoring functions that assign numerical
scores to the linguistic terms of ordered qualitative scales. They are based on the
concept of ordinal proximity measure.
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of the OQSs. Sb is based on the comparison between each linguistic term and the
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2
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2
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2
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∑
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ρ(πsr)−
∑
s>r

ρ(πrs)
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A new hybrid system (FRSystem) [1] based on fuzzy and rough sets [2] has
been developed, as an improvement of camera-based systems [3]. Due to the fact
that FRSystem is dedicated to elderly monitoring, it is desirable to extend it by
the possibility to mine incomplete data. Therefore, a new method, based on the
usage of a new K measure of knowledge approach and a new method for computing
maximal consistent blocks from incomplete data, was proposed. A methodology was
evaluated in the following stages. The knowledge measure-only approach was based
on searching for the most similar objects among the same decision class, as the
missing value object, with possibly the highest knowledge measure value. Whereas
in the second approach, we include the idea of computing maximal consistent blocks.
Thus, the blocks with the highest probabilistic approximation are selected, from
among whom the objects with the biggest Knowledge measure are chosen.

The proposed hybrid approach was tested in a posture detection system, on data
with 5%, 25%, and 50% of missing values. The best results for the interval-valued
fuzzy model with K measure were obtained using the geometric and arithmetic
means as aggregations and for the rough-fuzzy model using the maximum as ag-
gregation in the inference process. The usage of the knowledge measure minimized
the uncertainty due to imprecision and incompleteness of data.
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Most popular statistical tests are constructed with fairly specific assumptions
concerning the underlying population distribution, such as normal, exponential, etc.
If we also assume that we are just interested in the values of parameters of these
distributions, or when examining differences between populations we can relate
them only to some of their characteristics, like means or variances, it is often possible
to derive optimal tests in the Neyman-Pearson framework. However, these tests
can be sensitive to violations of the assumptions of the model, and in reality, these
assumptions are often not met. Meanwhile, any conclusions drawn from such tests
are as valid as the assumptions made. So if we have doubts about whether the
assumptions hold or if there is not enough information to assess their validity,
nonparametric statistical methods should be used.

This type of situation occurs in particular when we are faced with imprecise
or vague observations, so often in real-life data, especially human ratings based
on opinions or associated with perceptions. Random fuzzy numbers (also known
as fuzzy random variables) constitute a useful model which allows grasping both
randomness, associated with the data generation mechanism, and fuzziness, con-
nected with data imprecision. However, the derivation of nonparametric tests for
fuzzy data is by no means straightforward. Moreover, it cannot be done by directly
generalizing nonparametric tests for real-valued data to fuzzy data. Indeed, many
effective nonparametric tests are based on ranks that are easily determined and
which give the distribution-free character to the statistical procedure. Meanwhile,
we cannot rank directly observations in fuzzy samples since their realizations are
not linearly ordered. For the same reason, we cannot use signs or series, which are
techniques that make a nonparametric toolbox. But, even worse, these are not all
the inconveniences associated with fuzzy data analysis. Difficulties in subtraction
and division of fuzzy numbers, no tractable models for the distribution of fuzzy
random variables, and no Central Limit Theorems that can be applied directly in
calculations with random fuzzy numbers - all these disadvantages impede a simple
and natural generalization of statistical tools applied for reasoning with crisp data,
in particular, in hypotheses testing. Of course, the need to overcome difficulties
releases creative potential. In the case of tests for fuzzy data, the distance-based
approach combined with the bootstrap [1] or permutation tests [2–6].
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In this contribution, we consider two ideas: the distance-based approach com-
bined with permutation tests and the use of the credibility index [7] measuring the
extent of the degree of the dominance relationship for each pair of random variables.
Both approaches lead to some effective statistical nonparametric procedures that
admit fuzzy data.
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As it is well-known, see [5], the two prominent fuzzy integrals of Choquet and
Sugeno are closely related to scientometry. Indeed, the Choquet integral of scien-
tometric record (arranged in a nonincreasing way) with respect to the counting
measure gives the number of all author’s citations. On the other hand, the Sugeno
integral of scientometric record with respect to the counting measure gives the
h-index of the author. Thus, both integrals provide complementary summaries (al-
though there are taken with respect to the same function and the same measure).
Several extensions are provided in [2].

Recently, authors in [1] developed a concept of conditional aggregation opera-
tors. We consider a nonempty set X and a σ-algebra Σ of subsets of X. Hereafter,
Σ0 = Σ \ {∅}. By F we denote the set of all Σ-measurable nonnegative bounded
functions on X.

Definition 1. Let E ∈ Σ0. A map A(·|E) : F → [0,∞] is said to be a conditional
aggregation operator w.r.t. E (CAO, for short) if it satisfies the following conditions:

(C1) A(f |E) ≤ A(g|E) for any f, g ∈ F such that f(x) ≤ g(x) for all x ∈ E;
(C2) A(1Ec |E) = 0, where Ec = X\E.

The concept of the generalized survival function [1] and the generalized level
measure [4] are important for definition of the generalized integrals (of Choquet- as
well as Sugeno-type). We just recall the generalized level measure of f ∈ F w.r.t. a
family A = {A(·|E) : E ∈ Σ} of CAOs with A(·|∅) = ∞ and a monotone measure
µ : Σ → [0,∞] being defined by

µA (f, t) = sup
{
µ(E) : A(f |E) ≥ t, E ∈ Σ0

}
, t ∈ [0,∞).

Setting A inf = {Ainf(·|E) : E ∈ Σ} one obtains the level measure

µA inf (f, a) = µ({f ≥ a}), a ∈ [0,∞).

In the contribution we restrict our attention to the Choquet and Sugeno-like
operators [3] of the form

ChA (f, µ) =

∫ ∞

0
µA (f, t) dt,

SuA (f, µ) = sup
t∈[0,∞)

t ∧ µA (f, t),
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being the generalizations of the standard Choquet and Sugeno integrals (for A =
A inf). We provide several properties of these operators w.r.t. the properties of A .
Applying the results for the scientific records, we discuss possibilities of eliminating
weaknesses of the h-index and related scientometric indices.
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A concept of uninorms, proposed by Yager and Rybalov in 1996 [1], unifies the
theory of t-norms and t-conorms in a common ground. Since then, the uninorms
were studied thoroughly both in theoretical study and terms of application in fuzzy
theory, decision making, neural networks etc. However, in some cases, it is useful
to drop the axiom of commutativity of uninorms (see for instance [2, 3]). This leads
us to the definition of a pseudo-uninorm. Similarly as in the case of the uninorms,
each pseudo-uninorm is isomorphic to a t-psuedo-norm on the square [0, e]2 and to a
t-pseudo-conorm on [e, 1]2, which are jointly called the underlying functions. In this
conference contribution we would like to focus on the cases, when both underlying
functions are continuous and Archimedean and thanks to the result of Hölder [4]
also commutative and thus can be regarded as a t-norm and a t-conorm. Finally our
aim is to provide a total characterization of these pseudo-uninorms. In this study
we continue in works of Fodor et al. [5, 6], where a characterization of uninorms
with continuous Archimedean underlying functions was shown.
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A concept of uninorms, proposed by Yager and Rybalov in 1996 [1], unifies the
theory of t-norms and t-conorms in a common ground. Since then, the uninorms
were studied thoroughly both in theoretical study and terms of application in fuzzy
theory, decision making, neural networks etc. However, in some cases, it is useful
to drop the axiom of commutativity of uninorms (see for instance [2, 3]). This leads
us to the definition of a pseudo-uninorm. Similarly as in the case of the uninorms,
each pseudo-uninorm is isomorphic to a t-psuedo-norm on the square [0, e]2 and to a
t-pseudo-conorm on [e, 1]2, which are jointly called the underlying functions. In this
conference contribution we would like to focus on the cases, when both underlying
functions are continuous and Archimedean and thanks to the result of Hölder [4]
also commutative and thus can be regarded as a t-norm and a t-conorm. Finally our
aim is to provide a total characterization of these pseudo-uninorms. In this study
we continue in works of Fodor et al. [5, 6], where a characterization of uninorms
with continuous Archimedean underlying functions was shown.
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Mesiar et al. [4, 5] introduced bi-polar OWA operators (BIOWA) as a natural
extension of OWA operators which were introduced by Yager [7]. Bi-polarity enables
us to use both, positive and negative evaluations in a decision-making process.
However, the BIOWA, as introduced in [4, 5], are discrete with a finite domain.

As pointed out by Narukawa et al. [6], when the domain of aggregation is un-
countable, a generalization is necessary. In Jin et al. [3], a generalization of OWA
operators to an uncountable domain was proposed. Based on the ideas in [3], we
will propose BIOWA operators for an uncountable domain. We will show how the
BIOWA on an uncountable domain (continuous BIOWA) are connected to the bi-
polar Choquet integral [2] and bi-polar capacities [1]. Another result concerns the
constraints that are necessary to adopt when constructing the continuous BIOWA.
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Semi-Supervised Fuzzy C-Means model (SSFCM) originally proposed in [3] is
a popular fuzzy clustering algorithm that has been studied and extended by many
researchers (see e.g. [1]). It adapts a classical, unsupervised Fuzzy C-Means to
handle partial supervision in a form of categorical labels assigned to a part of
all available observations. The partial supervision mechanism is implemented by
establishing an arbitrary one-to-one mapping between clusters and classes.

The extent to which the supervised observations influence the outcomes of the
model is controlled with a single hyperparameter α > 0 called a scaling factor.
The objective function formalizing the task of SSFCM is composed of two compo-
nents: an unsupervised one, and the supervised one. The scaling factor weighs the
supervised component.

[2] analyze descriptions of α proposed in the literature and conclude that none
of them considers the scaling factor in the context of the main outcome of SSFCM,
which is the estimated memberships matrix (containing degrees of membership of
all observations to all clusters). The descriptions interpret α only in the context
of the objective function, which leads to an implicit conclusion that the impact of
α on the outcomes of the modeling is directly proportional. [2] argue that such a
conclusion is incorrect and propose a novel explanation of the scaling factor that
exhibits a non-linear impact of α on the estimated membership degrees. In this work,
we extend [2] and present the derivation of the novel explanation with reference to
the optimization algorithm. We show the consequences of modifying the functional
form of the non-linear impact of the scaling factor on the outcomes of SSFCM
presented in this explanation. The main findings are illustrated with simulations
and experiments for real-life data.
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A comparison between two fuzzy sets can be done by different comparison mea-
sures, by considering different points of view. In some cases these are measures of
the equality degree (e.g. similarity measures) and in other cases the difference de-
gree (e.g. dissimilarity measures, divergence measures and distance measures) [1].
Among these measures, divergences appear as a good alternative in some cases [4].

Let (X,T, S) be a triple, where X is the universe and T and S are any t-
norm and t-conorm, respectively. A map D : F (X) × F (X) → R is a divergence
measure with respect to (X,T, S) iff for all A,B ∈ F (X), D satisfies the following
conditions:

(1) D(A,A) = 0;
(2) D(A,B) = D(B,A);
(3) max{D(A ∪C,B ∪C), D(A ∩C,B ∩C)} ≤ D(A,B), for all C ∈ F (X), where

the union and intersection are defined by means of S and T , respectively [2].

Therefore we introduced a more general concept for locality. Let (X,T, S) be
a triple with X a finite universe and T and S any t-norm and t-conorm, re-
spectively. Divergence measure D associated to (X,T, S) is local if and only if
D(A,B) =

∑
x∈X hx(A(x), B(x)), where {hx}x∈X is a family of maps from

[0, 1]× [0, 1] into R such that, for any x ∈ X and a, b, c ∈ [0, 1], there is:

(i) hx(a, a) = 0, for all a ∈ [0, 1],
(ii) hx(a, b) = hx(b, a), for all a, b ∈ [0, 1],
(iii) hx(a, b) ≥ max(hx(S(a, c), S(b, c)), hx(T (a, c), T (b, c))) for all a, b, c ∈ [0, 1].

This concept has been generalized in three directions [3]:

(1) We have considered the triple (X,T, S) with a triangular norm T and its dual
t-conorm S as integral parts of the underlying universe X, that represent the
method for constructing intersections and unions, or on the other hand, the
logic for the particular model.

(2) We have considered different maps hx for the points (or ranges of points) in X
we can stress the specific aspects of a particular model and thus obtain more
accurate information when specifying the measure of difference. It is one of the
advantages of the proposed attitude.
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(3) We have introduced and justified a new class of divergence measures between two
fuzzy subsets, the S-local divergences, which is constructed by using a triangular
conorm S instead of the sum, i.e. a map D is an S-local divergence measure if
and only if D(A,B) = Sx∈X hx(A(x), B(x)). The family of local divergences is
generalized to the family of S-local divergences based on arbitrary triangular
conorm S. They are obtained by combining the divergence at particular points
of the universe with “distances” among them using a triangular conorm.

This generalization allows us to manage a larger class of divergence measures
and use them to define new classes of fuzziness measures. New examples of di-
vergence measures can be obtained when applying aggregation function on them.
Some additional conditions need to be satisfied to preserve properties for divergence
measures will be presented.
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Recently, machine learning helps decision-making in many aspects of our lives.
We train models to predict the future in banking, telecommunications, insurance,
industry, and many other fields. We use many types of models for this, from simple
tree model-type structures to complex ones such as random forests or neural net-
works. Using complex models increases their predictive power, but unfortunately,
we usually do not know how they are calculated. Reducing the interpretability of
models can lead to a lack of understanding of the results obtained, which can neg-
atively affect decisions. Can we trust these predictions?

The approach to predictive modeling has changed in recent years. Much more
attention is now paid to explanations that show what influences the model’s de-
cision. This is enforced by the EU’s General Data Protection Regulation (GDPR)
[2]. Explainable artificial intelligence (XAI) is one of the latest approaches that
aim to provide results that can be understood by a human expert. It attempts to
explain ”black–box” models for data scientists, i.e., neural networks, random forest,
or xgboost.

We want to explain the predictions of the machine learning model. To do this
we need explanatory methods, i.e., algorithms that generate explanations [1]. An
explanation is a way of linking the model’s predictions to values that describe an
entity in a human-understandable way. Explanations can be divided into global and
local explanations. Global explanations are those that explain which features are
important, how important they are, and how they interact with each other. Local
explanations, on the other hand, are those that show the change in decisions or
contributions of variables for a single observation.

One of the most popular algorithms to explain machine learning is the LIME
algorithm introduced by Ribeiro [5]. This technique explains the prediction of any
classifier by fitting a weighted linear model on the observations similar to the ob-
servation of interest. Another popular algorithm is Shapey values [4]. This local
technique is based on the coalitional game theory method; variables are treated as
players, which can be in different coalitions. The contribution of a variable is an
average over its all coalitions.

An important element of explainable artificial intelligence is domain knowl-
edge. Fuzzy logic has been successfully used to incorporate expert knowledge into
decision–making processes. This technique can be useful in making artificial intel-
ligence more comprehensible, as it can help combine natural language rules with
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numerical decisions. Incorporating fuzzy logic techniques may increase the trans-
parency and interpretability of machine learning models, making them more ex-
plainable [3]. Furthermore, it could help build confidence in machine learning and
ensure that models are making the right decisions.
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Motivated by [2] we discuss some aspects of the interpretability of fuzzy lin-
guistic summaries. They are natural language sentences that describe and recap
the set of numerical data that cannot be easily grasped. Interpretability can be
investigated on two level approaches: the sentence level and the summary level.
Here, we focus on the second one and on the notion of consistency. A summary can
be called consistent if the properties of non-contradiction and double negation are
satisfied. Both of them are considered for the protoform "Q By’s are A", where Q
is a linguistic quantifier, B a qualifier, and A a summarizer [1, 3].
Non-contradiction property is fulfilled when two sentences with contradictory terms
have complementary truth values, while the double negation property refers to the
case when two contraries applied to the protoform do not change its truth values.
Note that the double negation D of a protoform P is defined as follows:

D(P ) = ¬QB y’s are ¬A.

To have a consistent summary, ¬A (a negation of A) has to satisfy

¬A(x) = 1−A(x), x ∈ [0, 1],

and the quantifier ¬Q must meet

1− ¬Q(x) = ¬Q(1− x), x ∈ [0, 1]. (1)

In this contribution, we investigate possible fuzzy negations satisfying (1) and
discuss another negation operators ¬ of the summarizer than a classical negation.
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plainable [3]. Furthermore, it could help build confidence in machine learning and
ensure that models are making the right decisions.
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Motivated by [2] we discuss some aspects of the interpretability of fuzzy lin-
guistic summaries. They are natural language sentences that describe and recap
the set of numerical data that cannot be easily grasped. Interpretability can be
investigated on two level approaches: the sentence level and the summary level.
Here, we focus on the second one and on the notion of consistency. A summary can
be called consistent if the properties of non-contradiction and double negation are
satisfied. Both of them are considered for the protoform "Q By’s are A", where Q
is a linguistic quantifier, B a qualifier, and A a summarizer [1, 3].
Non-contradiction property is fulfilled when two sentences with contradictory terms
have complementary truth values, while the double negation property refers to the
case when two contraries applied to the protoform do not change its truth values.
Note that the double negation D of a protoform P is defined as follows:

D(P ) = ¬QB y’s are ¬A.

To have a consistent summary, ¬A (a negation of A) has to satisfy

¬A(x) = 1−A(x), x ∈ [0, 1],

and the quantifier ¬Q must meet

1− ¬Q(x) = ¬Q(1− x), x ∈ [0, 1]. (1)

In this contribution, we investigate possible fuzzy negations satisfying (1) and
discuss another negation operators ¬ of the summarizer than a classical negation.
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The study of polygonal chains on a honeycomb grid has recently gained sig-
nificant interest due to their potential applications in various scientific fields. In
particular, the problem of comparing and aggregating such structures has been a
topic of great interest.

Fig. 1. Example of a honeycomb polygonal chains triplet structure

In this work, we propose a method for comparing and aggregating honeycomb
polygonal chains triplets consisting of three non-intersecting chains on a honeycomb
grid (cf. structure shown in Figure 1). We introduce a novel metric to quantify the
similarity and dissimilarity between the triplets based on the numerical representa-
tion of such structures. Furthermore, we consider the issue of the invariance of the
structure with respect to its rotations.

We will consider the following metric for honeycomb polygonal chains.

d(B,B′) =

n∑
k=0

(n− k + 1) · |B(k)−B′(k)|. (1)

In the equation (1), we assume that B and B′ have the same length. We will
assume that the shorter one has zeros added at the end for binary sequences with
different lengths. Then, we will use such a distance function to calculate dissimilarity
for honeycomb polygonal chains triplets comparing corresponding polygonal chains
with respect to rotations.
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We also present a novel method for aggregating multiple triplets into a single
structure, which preserves the essential features of the original triplets. The aggre-
gation function is obtained by applying the above metrics in constructing centroids
and medoids.

We conclude by discussing the potential applications of our methods in various
fields and suggest directions for future research.
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We will focus on the construction of the graded Peterson’s hexagon of opposi-
tion in fuzzy natural logic with new forms of intermediate quantifiers “A few” and
“Several”. The main goal will be to mathematically formulate a new definition of
the contradictory property. Next, we will discuss the properties that are satisfied
for the new forms of quantifiers.

This contribution will focus on the construction of the graded Aristotle’s and
Peterson’s hexagons of opposition in fuzzy natural logic as an extension of graded
Aristotle’s square of opposition. Aristotle’s square of opposition ([7]) was studied
in many publications. Note that Aristotle’s square of opposition is fulfilled with
presupposition only. The reader can find further details about the necessity of
presupposition in [2]. The reader can find further details about the necessity of
presupposition in [2]. In [3, 6], the authors draw a crucial distinction between the
“classical” Aristotelian square of opposition and the “modern” duality one based
on the concepts of inner and outer negation. Another extension using intermediate
quantifiers, which in terms of meaning are just among the classic quantifiers, was
developed first by Thompson by adding the inter-mediate quantifiers “Almost all”
and “Many” (see [5]). The final form was later proposed by Peterson (see [4]), who
introduced and philosophically explained the position of the basic five intermediate
quantifiers (“All”, “Almost all”, “Most”, “Many” and “Some”) in the square. Graded
version of both squares was syntactically and also semantically analyzed in [2].

Béziau in [1] suggested extending the square of opposition into a hexagon. This
technically means adding two new formulas U and Y that are defined as the dis-
junction of the two top corners of the square and conjunction of the two bottom
corners:

U = AE : All or No B are A (1)

Y = IO : Some but Not All B are A. (2)

Another motivation of this research is the introduction of new forms of fuzzy
intermediate quantifiers based on the graded Peterson’s square of opposition and
to construct graded Peterson’s hexagon of opposition. The new construction leads
us to the idea of using natural language to describe new properties.
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In a process of decision making or at a product evaluation we can observe
statements that are not comparable, i.e. statements on a product design versus
those on its functionality, statements on a location of a building versus those on its
energy demands, etc. Such statements can lead us to use a bounded lattice L as a
model for these kinds of statements.

If in the previous consideration we assume a finite set of evaluators, we obtain
a mapping from a finite (perhaps possible to generalize to a discrete) domain X to
the lattice. Moreover, we assume that there is a total order in this domain. Hence
we obtain a lattice-valued fuzzy set A : X → L. This fuzzy set corresponds to a
collection of single independent statements, one by each evaluator. However, there
may exist some mutual relations among the evaluators, reflecting the measure of
mutual influence. For this we use a binary fuzzy relation R on X.

In a situation, when the evaluators after their initial statements are allowed to
observe evaluations of the others and subsequently modify their own evaluation, we
obtain a modifier, i.e a mapping M : LX → LX . To reflect the relations among
evaluators we study these modifiers in the following form: For a lattice-valued fuzzy
set A, the relation R on X and α ∈ [0, 1] the modified lattice-valued fuzzy set is

A Mα
R(A) = A {A(y) ∈ L;R(x, y) ≥ α},

where A is an aggregation function on L.
We study properties of these modifiers depending on A and R, namely preserv-

ing monotony. This extends the attitude used in [1] and [2], where only comparable
statements are assumed.
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As a result of the huge increase in computer processing power and the ability to
store and process large amounts of data, computers have become an integral part of
our world. We are witnessing a real explosion of databases in terms of their number
and volume.
The simplicity of construction and acceptable cost have led to data collection sys-
tems being used in almost all areas of life. One of the main purposes of data col-
lection is to discover the dependencies hidden within it. Modern methods of data
mining are provided by modern multivariate statistics, where classification methods
are of particular practical importance. Ensemble (hybrid) methods or multiple clas-
sifiers are known as learning algorithms that train a set of classifiers and combine
them to achieve the best prediction accuracy [1], [2], [3]. The most fundamental
concepts of ensemble methods consist of two main stages which are the production
of multiple base classifier models and their combination via aggregation. Aggrega-
tion functions proved to be an effective tool in many application areas [4]. Basically,
they refer to the calculations performed on a dataset to get a single number that
accurately represents the underlying data.
There are also many approaches to using domain knowledge and improving the
quality of data mining models (see e.g. [5]). Thus, the use of aggregation functions
can be treated as a way to use domain knowledge to improve the quality of classi-
fiers.
Classification and detection of various types of attacks in a computer network is
currently an important field of scientific research. Any attempt to corrupt the con-
fidentiality, integrity, and accessibility of information is called a network attack.
Today, there are many different attacks on information systems. Intrusion detec-
tion systems have been developed to prevent these attacks. Intrusion detection
systems are designed to take precautions against the risk of attack on the network,
they monitor all network traffic and identify suspicious situations in incoming and
outgoing connections.

This study, being a continuation of the research with a novel hybrid approach
(see [6], [7]) aims to apply and evaluate the usefulness of an ensemble classifier to
detect network intrusion threats on comprehensive datasets. The approach uses a
distributivity law that appropriately aggregates the underlying classifiers (acronym:
CADL method). Considerations include the results of experiments conducted on the
UNSW-NB 15 dataset, a collection of network packets exchanged between hosts.
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A five-fold cross-validation technique using the Scikit Learn tool was used to eval-
uate the performance of the classifiers on the dataset. We present the results of
comparing our hybrid algorithm resulting from aggregation (triangular norms and
means) with the distributivity equation of selected classification algorithms (Multi-
layer Perceptron Network, k Nearest Neighbours, and Naive Bayes) with themselves
on the raw data.
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Inflation expectations are a key variable for Central Banks that have adopted
inflation targeting. At the same time, it is an unobservable economic variable, es-
timated mainly based on linguistic surveys among consumers. Therefore the use
of fuzzy analysis, in this case, is particularly justified but still rarely found in the
literature. In this specific application, a time-dependent procedure for constructing
membership functions is crucial and we use the fuzzy linguistic summarization with
evolving membership functions [1]. After all, the perception of what level of infla-
tion is high and what level is low changes over time due to the economic conditions
surrounding us at any given time.

In this study, we apply the fuzzy linguistic summarization to analyze inflation ex-
pectations. One of the main advantages of fuzzy linguistic summaries is their human
consistency. At the same time, one of the main challenges when generating fuzzy
linguistic descriptions using type-1 fuzzy sets is the proper definition of member-
ship functions that describe the linguistic terms related to the considered attributes
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The motivation for the paper topic was the need to optimize an industrial alu-
minum hot extrusion process due to obtaining isothermal conditions of the extruded
profile which directly affects the high quality of the product. For this purpose, the
use of the Finite Element Method (FEM) model was developed, and then the re-
gression model was based on its results (minimum temperature variations at the
exit of the die). Numerical FEM simulations were carried out in accordance with
a specially designed experimental plan based on the Greco-Latin square where the
reference industrial case was selected, the research area was defined and three in-
dependent variables with their variability levels were selected. The temperature
gradient obtained at the exit of the profile from the die was selected as the process
isothermal criterion, assuming the smallest temperature gradient was the most fa-
vorable. Numerical simulations were carried out using specialized QForm software
that can perform calculations of material flow as thermally and mechanically cou-
pled using CFD (Computer Fluid Dynamic) which is a requirement in constitutive
modeling of hot extrusion processes. The FEM simulation results based on ingot
back temperature, ingot front temperature, and extrusion speed, all with three lev-
els of variability, were used to develop the regression model. The temperature of
the extruded profile at the exit of the tool was investigated and its gradient (dif-
ferences between the minimum and maximum value) was presumed as an output
(dependent) variable. The obtained results of numerical experiments were initially
analyzed in terms of their significance for the tested output variable showing the
statistical significance of all three variables. Then, the obtained results were used
to check several parametric regression models (both with or without interactions),
and their results were confronted with industrial data for the tested process. This
comparison showed that the variables that ensure optimal process isotherm condi-
tions went beyond the manufacturer’s practice from which the industrial data was
derived.
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Keeping in mind that industrial data abounds with multiple types of uncertainty,
it seems reasonable to turn from parametric to non-parametric regression [1, 2].
Therefore, we will consider models based on kernel methods. We will also take into
account the latest developments related to the fuzzy transform, which turns out to
be very effective in a variety of data analysis tasks (see, e.g., [3–6]).
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The so-called moderate deviation function D : I2 → R̄, where I is a closed
interval I = [a, b] ⊂ R̄, R̄ = R ∪ {−∞,∞}, can be defined as a function which
fulfills following properties [1, 3, 4, 6]:

(i) for every x ∈ I, D(x, ·) : I → R̄ is increasing (not necessarily strictly);

(ii) for every y ∈ I, D(·, y) : I → R̄ is decreasing (not necessarily strictly);

(iii) D(x, y) = 0 if and only if x = y, x ∈ I, y ∈ I.

The function G D : In × I → R̄ given by G D(x, y) =
n∑

i=1
D(xi, y) is called a global

moderate deviation function and the mapping given by UD : In → I,

UD(x) =
1

2

(
sup

{
y ∈ I

∣∣∣
n∑

i=1

D(xi, y) < 0

}

+ inf

{
y ∈ I

∣∣∣
n∑

i=1

D(xi, y) > 0

})

is called a D-mean, with standard conventions sup{y ∈ [a, b]|y ∈ ∅} = a and
inf{y ∈ [a, b]|y ∈ ∅} = b, and it is an idempotent symmetric aggregation function
[6].

The contribution introduces the extension of the theory of the construction of aggre-
gation functions using the so-called generalized mixture global moderate deviation
function GgG D : In × I → R̄, which is defined for any x ∈ In and y ∈ I by

GgG D(x, y) =
n∑

i=1

gi(xi) · Di(xi, y),

where gi : I →]0,∞[ are continuous weighting functions associated with the input
values xi, and Di are moderate deviation functions; i = 1, 2, . . . , n. The vector
g = (g1, . . . , gn) is called a weighting vector.
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The mapping GgUD : In → I given by

GgUD(x) =
1

2

(
sup

{
y ∈ I

∣∣∣
n∑

i=1

gi(xi) · Di(xi, y) < 0

}

+ inf

{
y ∈ I

∣∣∣
n∑

i=1

gi(xi) · Di(xi, y) > 0

})

is called a generalized mixture D-mean, with standard conventions sup{y ∈ [a, b]|y ∈
∅} = a and inf{y ∈ [a, b]|y ∈ ∅} = b.
However, its monotonicity can be violated, which means that in general it cannot
be considered as an aggregation function [2, 5].
Our ambition is to present sufficient conditions to maintain the monotonicity of the
generalized mixture D-mean.
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Logistic regression is used in a variety of fields, including machine learning, most
fields of medicine, and the social sciences. Logistic regression can be used to predict
the risk of developing a given disease (e.g. diabetes, ischemic heart disease), based
on the observed characteristics of the patient (age, sex, body mass index, results of
various blood tests, etc.), see for example [1].

The basic idea behind logistic regression is to use a linear combination of ex-
planatory variables and a set of regression coefficients that are model-specific but
the same for all trials. Linear predictor function f(i) for a specific data point i is
written as:

f(i) = β0 + β1x1,i + · · ·+ βmxm,i,

where β0, . . . , βm are regression coefficients indicating the relative influence of a
particular explanatory variable on the result. The basic learning algorithm consisted
in updating the values of the weighting factors scalar betas, depending on the error
between the predicted value and the actual value decision for a given record.

The proposal for a new approach concerns the encoding method and the update
mechanism weighting factors that take the form of a series of splines, and disjoint
values coded by compartments. By default, after the training stage, the weights for
individual beta coefficients receive a value real.

In the new approach, one weighting factor can have multiple scalar values that
are strictly assigned input values contained in a given range. An example repre-
sentation of a certain beta value is proposed in Fig. 1. A simplified diagram of

Fig. 1. Weighting factor with multiple scalar values

the learning mechanism, using a spline of certain functions with an assigned value,
indexed by interval matching, is shown in Fig. 2.
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Fig. 2. A new mechanism for selecting and updating weighting factors in the learning process

We also present an algorithm for determining the weighted beta coefficients for
excitation from a given input/attribute, and also proposals for weight aggregation
methods in a new form, because in many practical issues, it is a necessary process,
e.g. in federated learning (e.g. [2]).
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Zadeh introduced in 1965 the generalized modus ponens [1], which has been
widely used to create inference systems which deal with imprecise information. This
systems use if-then rules, which have fuzzy sets as antecedents and consequents. To
resolve the GMP Zadeh also proposed a mechanism called the compositional rule
of inference [2]. More methods have been developed ([3][4][5][6]) with the same
purpose. With this variety of methods, and the parameters required for each one
of them, several choices have to be made to select them for any given application
([7][8]).

The main goal of this contribution is to establish a rule comparison measure for
fuzzy rules composed of fuzzy sets as antecedents and fuzzy sets as consequents. This
measure employs different indices between fuzzy sets (for each pair of antecedents
and consequents) and then via aggregation functions a comparison value for the
rules is obtained.

The secondary goal is to present a decision making system for the GMP. This
system will use the defined comparison measure to select the best method and its
corresponding parameters to resolve the GMP.

Acknowledgements
The work has was supported by research project PID2019-108392GB-I00 (AEI/10.13039
/501100011033) of the Agencia Estatal de Investigación and by the projects CNPq
(301618/2019-4,305805/2021-5) and FAPERGS (19/2551-0001660-3). Asier Urio-
Larrea has a predoctoral grant from Santander-UPNA 2021/22.

References

1. L.A. Zadeh, Fuzzy sets, Inform. Control 8 (1965), 338–353.
2. L. A. Zadeh, Outline of a new approach to the analysis of complex systems and decision

processes, IEEE Transactions on Systems, Man, and Cybernetics SMC-3(1) (1973), 28–44.
3. L. Zadeh, The role of fuzzy logic in the management of uncertainty in expert systems, Fuzzy

Sets and Systems 11(1) (1983), 199–227.

70

4. W. Pedrycz, Applications of fuzzy relational equations for methods of reasoning in presence
of fuzzy data, Fuzzy Sets and Systems 16(2) (1985), 163–175.

5. L. Kóczy, K. Hirota, Approximate reasoning by linear rule interpolation and general approx-
imation, International Journal of Approximate Reasoning 9(3) (1993), 197–225.

6. S. Garcia-Jimenez, H. Bustince, E. Hüllermeier, R. Mesiar, N. R. Pal, A. Pradera, Overlap
indices: Construction of and application to interpolative fuzzy systems, IEEE Transactions on
Fuzzy Systems 23(4) (2015), 1259–1273.

7. A. Konguetsof, N. Mylonas, B. Papadopoulos, Fuzzy reasoning in the investigation of seismic
behavior, Mathematical Methods In The Applied Sciences 43 (13, SI) (2020), 7747–7757.

8. P. Pagouropoulos, C. D. Tzimopoulos, B. K. Papadopoulos, A method for the detection of the
most suitable fuzzy implication for data applications, Evolving Systems 11(3) (2020), 467–477.

71



Fuzzy Rule comparison system and its application to
select the best method for the Generalized Modus

Ponens

Asier Urio-Larrea1, Giancarlo Lucca2, Carlos Guerra1, Javier
Fernandez1, Graçaliz Dimuro2, Humberto Bustince1

1Universidad Pública de Navarra,
Pamplona, Spain

e-mail: {asier.urio,carlos.guerra,fcojavier.fernadez,bustince}@unavarra.es
2Universidade Federal de Rio Grande,

Rio Grande, Brasil
e-mail: {gracalizdimuro,giancarlo.lucca}@furg.br

Zadeh introduced in 1965 the generalized modus ponens [1], which has been
widely used to create inference systems which deal with imprecise information. This
systems use if-then rules, which have fuzzy sets as antecedents and consequents. To
resolve the GMP Zadeh also proposed a mechanism called the compositional rule
of inference [2]. More methods have been developed ([3][4][5][6]) with the same
purpose. With this variety of methods, and the parameters required for each one
of them, several choices have to be made to select them for any given application
([7][8]).
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measure employs different indices between fuzzy sets (for each pair of antecedents
and consequents) and then via aggregation functions a comparison value for the
rules is obtained.

The secondary goal is to present a decision making system for the GMP. This
system will use the defined comparison measure to select the best method and its
corresponding parameters to resolve the GMP.
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The Choquet integral is a common aggregation function for applications that
have interaction among input data. This lead to diverse applications such as decision-
making [3], brain-computer interfaces [7], and classification [5]. In addition to those
applications, a handful of generalizations emerged which in multiple cases have im-
proved previous results that used the Choquet integral. Some examples of those
generalizations are the d-Choquet integral [1], the CF1F2-integral [4], and the Vec-
tor Choquet integral (VCI) [2].

On the other hand, the Choquet integral can also be applied to algorithms, like
Transformers [6]. Currently, this type of algorithm have a one single aggregation
function to the self-attention mechanism, which uses the product sum as aggregation
function.

The objective of the present study is to enhance the performance of Transformers
and analyze the results, by integrating Choquet’s integral as an aggregation function
within the self-attention mechanism of the algorithm.

By doing so, it is hypothesized that the resulting model will exhibit improved
efficiency and effectiveness.
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Fuzzy Multicriteria Decision Analysis (FMCDA) is one of the key directions
within fuzzy decision analysis and Fuzzy Set theory. More than two dozen fuzzy
extensions of ordinary MCDA methods and their variations based on different types
of FS have been developed and used within various applications [1, 2]. At the same
time, the development of FMCDA has the place [mainly] in breadth. However, an
in-depth analysis of the properties of FMCDA from theoretical and methodologi-
cal points of view is actually missing. The title of this abstract refers to both the
fundamental of FMCDA and the practice of its application. Consider just a few
examples.
1. Within MCDA, there is the so-called Basic Axiom (BA): if alternative A is Pareto
superior to alternative B, then within the MCDA method M , B cannot exceed (have
a higher rank) A. However, this axiom is violated in FMCDA [3, 4].
2. In most FMCDA publications, when assessing functions of Fuzzy Numbers (FNs),
the dependence of the quantities used is not taken into account, which leads to a
significant overestimation of the output FNs and affects decision-making [3, 4, 6, 7].
3. Despite there are several dozen methods for ranking of FNs, there is a prob-
lem with the use of fuzzy ranking methods in FMCDA. The most popular ranking
method in FMCDA is Centroid Index, CI (or Center of Gravity), although its ad-
vantage over others is more than doubtful [3, 6, 7]. In [6], some novel fuzzy ranking
methods have been suggested, which take into account the dependence of ranked
FNs, however, their use within FMCDA requires further exploration.
4. The most popular (or the only) approach to assessing functions of FNs within FM-
CDA is the approximate one based on the use and propagating Triangular (TrFNs)
and Trapezoidal FNs (TpFNs) through all computations. However, there can be
significant distinctions in output results on ranking/sorting alternatives if (for the
comparison) the standard fuzzy arithmetic or proper determining functions of FNs
is implemented [7].
5. Within FMCDA practice, the so-called presumption of model adequacy [7] is im-
plemented: I have developed a model and I propose its application. At the same
time, the problems mentioned above (including those in para 1, 2, and 4) are not
investigated.
6. One of the well-known concepts (or maybe, the key one) of fuzzy decision-making
is as follows: decision-making in the fuzzy environment should be inherently fuzzy.
In [5] an approach to implementation of such a conception has been suggested

74

(Fuzzy Multicriteria Acceptability Analysis), However, it needs further exploration.
7. To date, thousands of articles have been published within FMCDA based on
the novel FS [1, 2]. As far as I know, there is no discussion of the key problems,
mentioned above (including para 1 and 4).

All the problems mentioned in paras 1-7 are of great theoretical and method-
ological significance and require further research, including both shortcomings of
the existing methodology, and clarification of the inevitable problems of decision-
making under conditions of uncertainty/fuzziness.
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